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1. Introduction  

To support patient clinical data discovery and analysis across scientific publications, basic 

data such as patients demographic data, diseases, and medications need to be identified 

and harmonized. Scientific publications, however, are available in the form of 

unstructured text, making much of information not readily available for further reuse and 

analysis. Therefore, there is an immediate need for automated approaches to extract 

knowledge from this growing body of literature. To develop and establish reliable machine 

learning systems, many task specific datasets have been created and made publicly 

available.  Here, we examine the available datasets and their applications for the 

development of our machine learning approaches for information extraction from clinical 

case reports.   

2. Detailed report on the deliverable  

Case reports provide descriptions of patient’s medical problems and clinical 

management, and they have been considered as important sources for recognizing new 

diseases, evaluating the benefits and harms of interventions, and medical education 

(Riley et al., 2022).  Well written case reports are expected to specifically provide 

information regarding the main symptoms of the patients, main clinical findings, 

diagnoses and interventions and outcomes. 

 In the following sections, we  first describe the entities that are already identified in the 

SIBiLS (Gobeill et al. 2020) annotation pipeline (Section 2.1), and then, we focus on the 

entities that we plan to develop machine learning models for their automatic extraction in 

this project and describe the available resources and datasets  (Section 2.2). 
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2.1 SIBiLS Annotation pipeline 

Swiss Institute of Bioinformatics Literature Services (SIBiLS) annotation pipeline identifies 

some biomedical entities with the help of a set of standardized vocabularies, such as 

Drugbank (Wishart et al., 2018) for drugs, NCI Thesaurus (Sioutos et al., 2007) for 

diseases, and neXtProt (Gaudet et al., 2017) for human genes (Gobeill et al. 2020). The 

evaluation of entity recognition as available in the SIB Literature Services is presented 

below in Table 1. As shown, these entities can have very contrasted levels of recognition. 

Some entities are extracted more accurately than the others, for example annotations 

that are extracted with the help of Anatomical Therapeutic Chemical (ATC) terminology 

are more accurate (> 90%) compared to those extracted with the help of Drugbank.   

Terminology Nb annotations True (%) False (%) 

ATC 94 91 9 

Chebi 293 79,5 20,5 

Covoc (global) 373 100 - 

Detection methods 5 100 - 

Disprot 22 100 - 

Drugbank 266 34,6 65,4 

ECO 8 100 - 

ENVO 22 45,5 54,5 

GO_bp 74 100 - 

GO_cc 21 90,5 9,5 

GO_mf 35 100 - 

ICDO3 17 82,4 17,6 

Licence 1 - 100 

LOTUS 36 100 - 

MDD 18 55,6 44,4 

MeSH 1342 89,3 10,7 
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NCBI Taxonomy 
(clinic) 17 88,2 11,8 

NCBI Taxonomy (full) 110 48,2 51,8 

NCI Thesaurus 407 60 40 

neXtProt 243 44 56 

OTT 216 26,4 73,6 

Pubchemmesh 542 26,4 73,6 

Uniprot (swissprot) 234 41,5 58,5 
Table 1: True and false positive annotations in the SIB Literature Services based on a 

sample of N=100 PMC articles. Terminologies with good recognition rates are shown in 

bold. 

 

2.2  Entities of interest for FAIRClinical 

We will focus on entities, which are central for the project and which are not recognized 

with sufficient accuracy or (better) not recognized at all in SIBiLS. We categorize these 

entities based on three levels of priority: high, medium, and low.  

2.2.1 High priority  

PICO elements: Given the type of important information that case reports carry as Riley 

et al., 2022 also highlighted, we will focus on PICO entities – Population/Problem (What 

are the most critical characteristics of the enrolled population? What is the primary 

disease?), Intervention (What is the primary intervention considered?), Comparator (To 

what the intervention is compared?), and Outcome (What are the anticipated measures, 

improvements or effects?). Supervised machine learning approaches rely on annotated 

datasets for training, so we examine the available datasets to train our models for various 

entities. Table 2 presents the major datasets that can be used for training our models for 

the extraction of PICO entities. These datasets are annotated with different annotation 
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criteria depending on their target task. The largest available dataset for PICO is EBM-

NLP (Nye et al., 2018), however, only a small part of this dataset is manually annotated, 

making the quality of the remaining part of the dataset unknown. PICO corpus (Mutinda 

et al., 2022), on the other hand, was entirely annotated by experienced annotators and 

provides more detailed annotations for a set of articles on the topic of breast cancer.  

While these two datasets are annotated at the mention level, PICO sentence corpus 

(Wallace et al., 2016) provides PICO annotations at the sentence level, making it more 

appropriate for a sentence classification task rather than a named entity recognition task. 

Dataset Annotation types Size domain/Disease 
EBM-NLP (Nye et 
al., 2018) 

Participants (age, condition, 
gender, sample size), 
Interventions (Behavioral, 
control, educational, other, 
pharmacological, physical, 
psychological, surgical, 
Outcomes (adverse effects, 
mental, mortality, other, pain, 
physical) 

 5,000 abstracts 
describing RCTs 
(of which only 
200 are manually 
annotated) 

cardiovascular 
diseases, cancer, 
and autism 

PICO corpus 
(Mutinda et al, 
2022) 

Participants (total-participants, 
intervention-participants,control-
participants age, ethnicity, 
eligibility, condition, location), 
Intervention, Control, Outcomes 
(outcome, outcome-measure, 
iv-bin-abs, cv-bin, abs, iv-bin-
percent, cv-bin-percent, iv-cont-
mean, cv-cont-mena, iv-cont-
median, cv-bin-median, iv-cont-
sd, cv-cont-sd, iv-cont-ql, cv-
cont-ql, iv-cont-q3, cv-cont-q3)  

1,011 abstracts of 
randomized 
controlled trials 

breast cancer 

EBM-COMET 
(Abaho et al, 2022) 

Clinical outcomes (Physical, 
Pain, Mental, Mortality and 
Adverse effects) 

300  Randomized 
Clinical Trial 
PubMed 
abstracts 

 

PICO sentences Intervention, participant, and 133 articles  
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(Wallace et al., 
2016) 

outcome sentences (2821 
sentences) 

Table 2: The publicly available datasets for PICO extraction 

 

Diagnoses and diseases: While PICO datasets provide condition annotations, there are 

also datasets which focus on diseases and diagnoses. Table 3 presents some of these 

datasets. These datasets provide identifiers from relevant ontologies and vocabularies, 

such as MeSH and Disease Ontology and can be used for normalization and grounding 

of the extracted mentions. 

 

Dataset Annotation types Size Ontology/vocabulary 

NCBI-BIO ( Doğan et 
al., 2014) 

Disease 793 PubMed abstracts   MeSH1, OMIM2 

BC5CDR–BioCreative 
V Chemical Disease 
Relation task (CDR)  
(Li et al., 2016) 

Disease , Chemical  1500 Medline 
abstracts 

MeSH 

RareDis (Martínez-
deMiguel et al., 2022) 

Disease   
Rare disease 
Symptom 

1041 reports Disease Ontology3, 
Orphan Rare Disease 
Ontology4, Symptom 
Ontology5  

2010-i2b2/VA (Uzuner 
et al., 2011) 

Disease 871 progress reports - 

Table 3: The publicly available datasets for disease and diagnose extraction  

 

Medications, drugs, prescriptions:  While intervention annotations in PICO datasets 

 
1 http://www.nlm.nih.gov/mesh/  
2 http://www.ncbi.nlm.nih.gov/omim  
3 http://www.disease-ontology.org 
4 https://www.orpha.net/ 
5 https://www.ebi.ac.uk/ols/ontologies/symp 

http://www.nlm.nih.gov/mesh/
http://www.ncbi.nlm.nih.gov/omim
http://www.disease-ontology.org/
https://www.orpha.net/
https://www.ebi.ac.uk/ols/ontologies/symp
https://www.ebi.ac.uk/ols/ontologies/symp
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include some medication annotations, there are many mentions of medications and drugs 

in the texts that require additional resources to be extracted.  Table 4 shows the available 

datasets for the extraction of drugs and chemical entities. Some of these datasets link the 

annotation mentions to vocabularies and terminologies, such as MeSH and ChEBI, and 

can be used for the entity normalization task.  A few of the datasets, BC5CDR (Li et al., 

2016), EU-ADR (Mulligen et al., 2012), N2C2 (Henry et al., 2018), and BIO-RED (Islamaj 

et al., 2023), were developed for relation extraction tasks. More specifically, BC5CDR not 

only provides annotations for disease and chemical mentions, but also the relations 

between these mentions were annotated. EU-ADR provides the relations of drug-disease, 

target-disease, and target-drug as well as their concept annotations.  N2C2 provides 

annotations for drugs and adverse events, as well as the relations between drug-adverse 

events.  BIO-RED provides annotations for chemical, diseases, genes, variants, species, 

and cell lines as well as their relations, such as chemical-chemical, chemical-disease, 

chemical-gene, and gene-disease. 

 

 

Dataset Annotation types 
(unique mentions) 

Size Ontology/vocabulary 

BC4CHEMD/CHEMD
NER (Krallinger et al., 
2015a) 

Chemical (19,806) 10,000 PubMed 
abstracts 

 – 

BC5CDR–BioCreative 
V Chemical Disease 
Relation task  (Li et 
al., 2016) 

Disease (5818), 
Chemical (3116) 

1500 Medline 
abstracts 

MeSH 

CRAFT (Bada et al., Chemicals, chemical 67 fulltext biomedical ChEBI6 

 
6 https://www.ebi.ac.uk/chebi/ 

https://www.ebi.ac.uk/chebi/
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2012) groups   articles  

ChEMFAM (Savery et 
al., 2020) 

Organic (414), 
inorganic (306) 
chemicals, amino 
acids, peptides (299), 
proteins (537) 

200 medline abstracts MeSH 

BC5CHEMD-Patents 
(Krallinger et al., 
2015b) 

Chemicals (34,796) 21,000 patent 
abstracts 

 – 

MedMention (Mohan 
and Li, 2019) 

Organisms, Medical 
devices, body 
substance, chemical, 
finding, clinical 
attributes, 
organization, 
population group, 
injury or poisoning 

4,392 abstracts  UMLS 2017 AA 
(OMIM, RXNORM, 
SNOMEDCT_US), 
NDFRT, NDDF, NCI, 
NCBI, MeSH, 
ICD9CM, ICD10CM, 
ICD10, HPO, HGNC, 
GO, FMA, CPT) 

EU-ADR (Van 
Mulligen et al., 2012) 

Drug, Disease, Target 
(gene, protein, 
sequence variants of 
genes and proteins) 

300 Medline abstracts - 

N2C2 (Henry et al., 
2018) 

Drug,  Adverse events 505 discharge 
summaries 

- 

BIO-RED (Islamaj et 
al., 2023) 

Chemical, Disease, 
Gene, Species, 
Variant, Cell Line 

1000 PubMed 
abstracts 

MeSH, NCBI Gene, 
NCBI Taxonomy, 
Cellosaurus. 

Table 4. The available datasets for chemical and drug annotations. 

 

 

2.2.2. Medium priority 

Genes and proteins: These entities are generally very ambiguous, therefore, the datasets 

and the models trained for these entities can have various quality levels. Table 5 presents 

some of the available datasets for protein and gene extraction. GENIA (Kim et al., 2003) 

was one of the early datasets for name entity recognition, which was also the base for 
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JNLPBA dataset (Huang et al., 2019), as well as other datasets. This dataset was 

annotated using GENIA ontology for biological entities.  

In order to avoid the ambiguity of DNA, RNA, and proteins, GENETAG corpus (Tananabe 

et al., 2005) collapses all these annotation types into one. In addition to these datasets, 

there is also IGN corpus (Dai et al., 2013), which provides gene and gene product 

annotations for 627 PubMed articles (abstracts and fulltexts) and links the annotations to 

Gene Entrez (Maglott et al., 2005) IDs. This dataset can also be used for the gene 

normalization task. More recently,  Huang et al., 2020 extended the revised JNLPBA 

datasets and provided annotations for genes, diseases, and chemicals with links to 

Entrez, MeSH, and ChEBI and MeSH, respectively. This dataset can also be used for the 

normalization task. 

 

Dataset Annotation types Size 

GENETAG (Tananabe et 
al., 2005) 

Gene, protein sentences   20,000 Medline sentences 

JNLPBA (Huang et al., 
2019) 

DNA, RNA, Protein, Cell 
line, Cell type 

2000 Medline abstracts 

GENIA (Kim et al., 2003) DNA, RNA, Protein, Cells, 
Tissue, Chemical, Organism 

2404 Medline abstracts 

GPRO (Pérez-Pérez et 
al., 2017) 

Gene and proteins 21,000 patent abstracts 

EBED (Huang et al., 
2020) 

Gene (Entrez), Disease 
(MeSH), Chemical (ChEBI 
and MeSH) 

3200 abstracts, 400 paragraphs, 
300 figure legends, 300 patents 

Table 5: The available datasets for protein and gene annotations.  

licensing models: Carbon et al., 2019 compiles 56 resources for licenses used in the 

biomedical domain that can be used for the purpose of our project.  
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2.2.3. Low priority 

Low priority entities are entities that are already extracted with a precision of 80% or 

over with SIBiLS pipeline and we will not focus on them in this project. 
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